Effects of Antenna Radiation on Coherent Back-Scattering from the Ocean Surface
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Abstract—The analytical model previously developed by the authors for backscattering from a random air-dielectric interface is used to investigate the effects of coherence in the backscattered field on the monostatic radar cross-section (RCS) of the sea. The sea-surface is represented by several empirical wave-number spectra for a fully developed sea, namely, the Pierson-Neumann Spectrum, Pierson-Moskowitz Spectrum, and the Elfouhaily Unified Spectrum. A Generalized Normalized Radar Cross-Section (GNRCS) is introduced as a metric of the combined effects of coherence and antenna radiation characteristics. By employing a small-slope approximation (SSA) of the sea surface, the relative powers of the signal returns are computed and compared to the signal-power returns based on data-derived normalized RCS X-band (NRCS) ($\sigma^0$) values for the corresponding simulated sea state. The objective of this analysis is to assess the effects of spatial coherence on backscattering using a GNRCS through validation with $\sigma^0$ obtained from measurements of sea backscatter.

Index Terms—Generalized Normalized Radar Cross Section (GNRCS), Antenna Reciprocity, Ocean Backscattering, Antenna Radiation Pattern.

I. INTRODUCTION

Normally, the assessment of radar-clutter returns from a distributed target (that is land, sea, etc.) is based on models that discretize the scattering contributions from within the antenna footprint [1]. The surface within the main beam footprint is treated as a random distribution of point scatterers with no mutual interaction. The individual contributions from the point scatterers are taken as proportional to the respective incident signal powers and summed. To maintain consistency, the vertical displacement of the surface is modeled as a random process, with no consideration for the spatial correlation within the beam footprint. Based on these assumptions, the relative power of the radar clutter is estimated by evaluating the surface integral of the gain-squared divided by the fourth power of the range to the local region encompassed by the antenna footprint, and multiplying the result by the normalized radar cross-section (NRCS) [1], or $\sigma^0$ as it is commonly known. Thus, stated explicitly,

$$P_{rec} = \left(\frac{\lambda^2}{4\pi}\right) \int \frac{G^2(\theta,\phi)}{R^4} \sigma^0 dS.$$

The NRCS is the most important metric in the characterization of radar clutter and its properties are assumed to be independent of the antenna radiated-field features within the illuminated region of the surface. For the most part, $\sigma^0$ is considered to be separable from the variables entering into the surface integral and is determined by its direct inversion.

Obtaining $\sigma^0$ with this technique requires that the illumination within the area contributing to backscattering be constant. However, when the clutter originates from a non-uniformly illuminated patch of the sea surface (say the entire antenna footprint) the validity of this inversion technique is questionable since it entirely ignores any spatial correlation among the clutter returns from different regions of the antenna footprint. In addition, the assumption associated with the inversion technique fails to take into account of the statistical and physical properties of the surface as well as of the antenna radiation pattern. This is represented in a number of examples in the literature. For instance, in [2], [3], [4], and [5] the gain and polarization were assumed to be uniform throughout the antenna footprint. Here the gain and polarization contributions from the center of the main lobe of the antenna pattern are taken to be the only values of interest. In [6], [7], and as discussed in [8], the uncorrelated scattered field assumption is enforced based on the decorrelation times of the radar returns.

It has been demonstrated that the measured radar cross-section (RCS) per unit area of a rough surface depends on both the kinematic and stochastic properties of the rough
surface as well as on the properties of the receiving (transmitting) antenna radiation and polarization patterns [9]. In addition, formulations of $\sigma^0$, which incorporate the effects of spatial coherence, have been investigated in [10] and [11]. A most important feature is illustrated in [10], where the author distinguishes the difference between the NRCS generated by a plane wave and an antenna illuminating a rough surface. Herein, the author establishes a criterion for the NRCS being equal for both types of illumination; provided that the radii of curvature of surface are small compared to the antenna footprint. However, these attempts assume an incoherent scattering model and/or only consider the radar returns from the beam center of the antenna pattern. An approach to modeling backscattering from randomly perturbed surfaces is presented in [8] and is capable of incorporating these effects. That model was subsequently applied in [12] in a study of spatial-coherence effects of the electromagnetic field backscattered by an irregular dielectric-air interface. In this paper, an extension of the formulation of [12] is applied to the analysis of radar ocean clutter using a modified version of the small-slope approximation (SSA). The wave-number spectra of the ocean surface are represented by the Pierson-Moskowitz, the Pierson-Neumann, and the Elfouhaily unified wave-number spectra for a fully developed sea. As a measure of backscattering effects of the electromagnetic field backscattered by an irregular dielectric-air interface, an antenna at mean height $H$ above the ocean surface is shown in Fig. 1. The Cartesian coordinate system serving as a reference for the spherical coordinates $\theta$ and $\phi$ is indicated by the red axes. The antenna can be beam steered in elevation to $\theta = \theta$, and in azimuth $\phi = \phi$. The antenna gain will have its maximum at $\theta = \theta$, $\phi = \phi$ corresponding to the position vector $\mathbf{R}$. The position vector $\mathbf{R}$ is directed from the phase center of the antenna to a given point on the rough surface with magnitude $R = \sqrt{x^2 + y^2 + (H - \zeta(x,y))^2}$.

For $\zeta(x,y) = 0$, $R \equiv R_s = \sqrt{x^2 + y^2 + H^2}$.

The solid angle $\Omega_{\text{antenna}}$ determines the area of the beam footprint $A$ on the surface. A beam-unresolved scatterer is defined as a scatterer that subtends a solid angle much smaller than $\Omega_{\text{antenna}}$. As a result, the field incident on the scatterer can be approximated by a plane wave and the receiver-to-transmitter transfer function can be expressed by [8]:

$$\frac{b_{\text{rec}}}{a_{\text{trans}}} = -\frac{2\pi j}{k_0} \frac{G(\theta, \phi)}{4\pi R^2} \sqrt{\frac{\sigma}{4\pi}} \mathbf{p} \cdot \mathbf{p} e^{-2\beta_0 R},$$

where $a_{\text{trans}}$ is the stimulus from the transmitter, $b_{\text{rec}}$ is the response due to the impinging plane wave, the scattering cross section of a scatterer $\sigma$ is approximated by the small patch of the illuminated surface and $G(\theta, \phi)$ is the available antenna gain. The $\mathbf{p}$ and $\mathbf{p}_s$ are the (complex) polarization vectors, respectively, of the transmitted and scattered fields, all evaluated at $(\theta, \phi)$. When $\Omega_{\text{antenna}} \ll \Omega_{\text{scatterer}}$, we speak of a beam-resolved scatterer for which the calculation of the receiver response requires an integration of (1) over $\Omega_{\text{antenna}}$. Radar clutter estimates are generally based on an incoherent integration (summation). This amounts to summing the squared magnitude of (1) weighted with the differential cross section $d \left( \sigma | \mathbf{p} \cdot \mathbf{p}^\ast \right) = \sigma^0 dS$, where $dS$ is the differential area. As a result one obtains

$$\left\langle \left( \frac{b_{\text{rec}}}{a_{\text{trans}}} \right)^2 \right\rangle = \frac{\lambda^2}{(4\pi)^2} \int \frac{G^2(\theta, \phi)}{R^3} \sigma^0 dS,$$
which is just the average of the ratio of received-to-transmitter available power.

The usual approach in finding $\sigma^0$ from (2) is to assume that within the main beam (for all practical purposes at the beam peak) $\sigma^0$ is constant and simply invert (2). One problem with this procedure is that it fails to take account of contributions originating outside the main beam however defined. Within the main beam, no account is taken of incoherent addition as a potential source of errors. It appears to entirely ignore the intrinsic dependence of $\sigma^0$ on its relative simplicity. Another common idealization is to assume $\sigma^0$ with the response to the backscattered field replaced by a new scattering matrix determined by the back-scattering characteristics of a rough air/dielectric interface. The scattering parameters (in the network sense) $a_{\text{trans}}$ and $b_{\text{rec}}$ are normalized such that $|b_{\text{rec}}|^2$ and $|a_{\text{trans}}|^2$ represent, respectively, the received power and the transmitter available power. The transmitter polarization vector $\mathbf{p}_t$ is defined by

$$\mathbf{p}_t = \frac{\mathbf{F}_{\text{rad}}(\theta, \phi)}{\mathbf{F}_{\text{rad}}(\theta, \phi)}$$

and $|\mathbf{F}_{\text{rad}}(\theta, \phi)|^2$ represents radiated power per steradian. Accordingly, the available antenna gain is

$$G(\theta, \phi) = 4\pi \left| \frac{\mathbf{F}_{\text{rad}}(\theta, \phi)}{a_{\text{trans}}} \right|^2.$$  

Note that the expression in (3) is the antenna reciprocity relationship for a given antenna irradiated by an arbitrary electromagnetic field. Equation (3) was derived from the now classical treatment which utilizes network parameters to give a full description of the electromagnetic phenomena of any antenna. This includes parameters like gain, polarization, aspect ratio, radiation efficiency, scattering, etc. Further details regarding the derivation of (3) are addressed in [13], [14], and [15].

Based on (3), the average of the ratio of received-to-transmitter available power is

$$\left\langle \frac{b_{\text{rec}}}{a_{\text{trans}}} \right\rangle^2 = \lambda^2 \left\langle \int d^2 \mathbf{R} \frac{G(\theta, \phi)}{4\pi R^2} \mathbf{p}_t \cdot \mathbf{S}_{\text{dist}}(\theta, \phi) \cdot \mathbf{p}_t e^{-j2k_0 R} d^2 \mathbf{R} \right\rangle.$$  

(5)

To assess the consequences of approximating coherent scattering by incoherent scattering, we transform (5) into a form resembling (2). To this end, we first represent the differential $d^2 \mathbf{R}$ in terms of its projection on the $xy$ plane

$$d^2 \mathbf{R} = s(\theta, \phi) dx dy = s(\theta, \phi) dS = \sqrt{1 + \left| \nabla \zeta(x, y) \right|^2} dS$$

and define a new scattering variable

$$Q(\theta, \phi) = s(\theta, \phi) \mathbf{p}_t \cdot \mathbf{S}_{\text{dist}}(\theta, \phi) \cdot \mathbf{p}_t e^{-j2k_0 R(\theta, \phi)}.$$  

Factoring (5) and averaging only the product of the scattering variables yields

$$\left\langle \frac{b_{\text{rec}}}{a_{\text{trans}}} \right\rangle = \lambda^2 \left\langle \int d^2 \mathbf{R} \frac{G(\theta, \phi)}{4\pi R^2} \frac{G(\theta', \phi')}{4\pi R^2} Q(\theta, \phi)Q(\theta', \phi') dS' dS \right\rangle.$$  

After rearranging the terms in the first integrand, we get

$$\left\langle \frac{b_{\text{rec}}}{a_{\text{trans}}} \right\rangle = \frac{\lambda^2}{(4\pi)^2} \left\langle \int \frac{G(\theta, \phi)}{R^4} dS' \frac{G(\theta', \phi')}{R^4} dS \right\rangle = \frac{\lambda^2}{(4\pi)^2} \int G(\theta, \phi)G(\theta', \phi') Q(\theta, \phi)Q(\theta', \phi') dS' dS.$$  

The last equation has the form of (2) with $\sigma^0$ replaced by

$$\sigma(S) = \frac{4\pi R^2}{G(\theta, \phi)} \int G(\theta', \phi') Q(\theta, \phi)Q(\theta', \phi') dS' dS',$$  

(6)

which we define as the GNRCs. The GNRCs is not only a function of the radiation field (including its polarization) of the antenna, but also of the kinematics and statistics of the surface. As can be seen from (6), in regions where $G(\theta, \phi)$ is constant it can be removed from the integrand and cancelled with the gain function in the denominator. In that case, the GNRCs becomes independent of the antenna gain. However, this cancellation applies only to the gain and not to the polarization. Thus, in general, the GNRCs is polarization dependent. In view of (5), this dependence enters as an
interaction between the antenna polarization and the scattering characteristics of the surface.

Note that (6) reduces to \( \sigma^o(\theta, \phi) \) when
\[
\left\langle Q(\theta, \phi)Q(\theta', \phi') \right\rangle \approx \gamma |\hat{f}(\theta, \phi)|^2 \delta(\rho - \rho'),
\]
which corresponds to incoherent scattering. That is, if all of the surface properties are known to be statistically uncorrelated, then
\[
\sigma(S) = \sigma(\theta, \phi) \rightarrow \sigma^o(\theta, \phi) = 4\pi \gamma |\hat{f}(\theta, \phi)|^2.
\]

The parameter \( \gamma \) is some measure of the root-mean squared (RMS) height, slope, and/or horizontal correlation distance of the surface compared to \( k_0 \). On physical grounds \( \hat{f}(\theta, \phi) \) must encompass the polarization of the equivalent fields and constitutive properties of the surface in \( A \). From an empirical standpoint, the \( \sigma^o \) obtained from the ocean (or from any rough surface) is just the average or mean value of \( \sigma(S) \) given by
\[
\sigma^o = \frac{\int\int \sigma(S) dS}{A}; A = \int\int dS.
\]

In examining (6) or (7), it is seen that properties of the surfaces are generally not separable for direct inversion for computing \( \sigma^o \). It is the opinion of the authors that the best way to characterize ocean clutter is through the received power at the port, because that is what is actually measured, and not \( \sigma^0 \).

IV. SSA OF THE SCATTERING MATRIX AND THE GNRCS

The preceding rather general approach to surface scattering follows closely that presented in [8] (see Appendix A). These results are purely formal for they omit the crux of the problem, which is determining the scattering matrix (see Appendix B). Again, as outlined in [8] in its full generality, we are dealing with a complex boundary-value problem so that analytical results invariably employ some form of approximation. This paper employs the simplification introduced in [12] using an approximation closely linked to what has been referred to as the Rayleigh hypothesis [16]. In our interpretation, it amounts to approximating the fields scattered by an irregular boundary by the Fourier transform of the field scattered by an equivalent planar surface. This approximation is difficult to justify theoretically so that its validation must come indirectly from experimental data. Using this formulation, one can find the scattering matrix using perturbations either for small amplitudes (that is, \( |k_0\varsigma| \ll \| \) ) or for small slopes,
\[
\nabla \varsigma(x,y) \ll \| \nabla \varsigma(x,y) = \left[ \frac{\partial \varsigma(x,y)}{\partial x}, \frac{\partial \varsigma(x,y)}{\partial y} \right].
\]

Only the SSA, or rather a modified version of it, is used in this paper and follows closely the exposition in [12]. The conventional formulation, using the SSA for scattering by an irregular boundary, is presented in [16]. Unlike in the present paper, the emphasis is on scattering per se with the antenna playing only an indirect role. Under the modified SSA the scattering matrix, restated directly from [12], Eq. 24, is
\[
S_{\text{distr}}(\theta, \phi) = \frac{k_0 \cos \theta}{\pi} \sin[k_0 \varsigma(\rho) \cos \theta]\left[ \begin{array}{cc} \Gamma^r(\theta) & 0 \\ 0 & -\Gamma^s(\theta) \end{array} \right],
\]
where \( \Gamma^r(\theta) \) and \( \Gamma^s(\theta) \) are the Fresnel reflection coefficients for parallel and perpendicular polarizations, respectively, at the mean level of the surface \( H \) in Fig. 1. Note that unless \( |k_0 \varsigma(x,y)| \ll \| \), the scattering matrix is a nonlinear function of \( k_0 \varsigma(\rho) \). This nonlinear dependence corresponds to large vertical surface displacements (wave heights) compared to the radar wavelength. It is worth noting that \( \varsigma(\rho) \) is a relative displacement with respect to the mean height \( H \) and is not affected by a displacement of the irregular surface in the vertical direction in this treatment.

Small slopes force \( s(\theta, \phi) = \sqrt{1 + |\nabla \varsigma(x,y)|^2} \) in (6) to unity, and since the antenna is sufficiently far away from the surface \( R - R_\varsigma(\rho) \cos \theta \), (6) assumes the form
\[
\sigma(S) = \frac{4k_0^2 R^2 e^{-ik_0 R}}{\pi G(\theta, \phi)} \int\int G(\theta', \phi') e^{ik_0 R} \left[ \frac{p_r \cdot S_{\text{distr}}(\theta, \phi) \cdot p_r e^{ik_0 \varsigma(\rho) \cos \theta}}{R_s} \right] dS'.
\]

The terms in the expectation operator in (10) are direct complex-conjugate pairs in which the products can be simplified to
\[
p_r \cdot S_{\text{distr}}(\theta, \phi) \cdot p_r = \sin[k_0 \varsigma(\rho) \cos \theta] f_\varsigma(\theta, \phi).
\]
where \( f_\varsigma(\theta, \phi) \) is the polarization factor under the modified SSA, which is equal to
\[
f_\varsigma(\theta, \phi) = \cos \theta \left[ p^r(\theta, \phi) \Gamma^r(\theta) - p^s(\theta, \phi) \Gamma^s(\theta) \right].
\]
a set of complex conjugate pairs. This product is expressed as
\[
\Psi_s(\theta, \phi) = \sin[k_0 z(\rho) \cos \theta] e^{i k s z(\rho)} e^{i 2k_s z(\rho) \cos \theta} e^{-2\beta_s(\rho) \cos \theta}.
\]

A simplification is achieved when the narrow-beam approximation is applied to (10) with the result
\[
R_s \approx \vec{R} + \vec{\rho} \cdot \vec{\rho} \sin \bar{\beta}
\]
(14)

The unit vector \( \vec{\rho} \) is defined as \( \vec{\rho} = \vec{X}_0 \cos \bar{\beta} + \vec{Y}_0 \sin \bar{\beta} \), where \( \bar{\beta} \) is the antenna azimuth-beam steering angle. If the appropriate substitutions are made in (11) using (12), (13), and (14), then the GNRCS under the SSA is expressed as
\[
\sigma(S) = \frac{4k_0^2 f_1(\theta, \phi)}{\pi G(\theta, \phi)} \int_\Delta G(\theta', \phi') f_s(\theta', \phi') e^{i k_0 \sin \Gamma(\rho - \rho')} \int \{\Psi_s(\theta, \phi) \Psi_s^*(\theta', \phi')\} dS'.
\]
Equation (15) relates the material properties of the surface and the electromagnetic properties of the backscattered field within \( \Delta \), to the spatial coherence of the surface as characterized by the quantities \( \{\Psi_s(\theta, \phi) \Psi_s^*(\theta', \phi')\} \) and \( e^{i k_0 \sin \Gamma(\rho - \rho')} \). The term \( \{\Psi_s(\theta, \phi) \Psi_s^*(\theta', \phi')\} \) is the expected value of the Hermitian product of the phase-factor \( \Psi_s(\theta, \phi) \), which is related to the impedance seen at the antenna port due to the vertical displacement \( \zeta(\rho) \). The name "phase-factor" was selected because \( \zeta(\rho) \) enters into the argument of the complex exponential in (13). An expression for \( \{\Psi_s(\theta, \phi) \Psi_s^*(\theta', \phi')\} \) can, in general, not be given explicitly until the joint probability density function (PDF) of \( \zeta(\rho) \) is specified. For the ocean surface, the PDF can be constructed empirically through tedious experimentation. The results of these methods have not yet produced reliable PDFs and are not employed in this investigation.

Continuing onward, \( \{\Psi_s(\theta, \phi) \Psi_s^*(\theta', \phi')\} \) is expressed as the sum of the characteristic functions for the different spatial spectral weights \( k_s \) and \( k_{s'} \), which are directly derived from the inner and outer algebraic product terms of \( \Psi_s(\theta, \phi) \Psi_s^*(\theta', \phi') \) or,
\[
\{\Psi_s(\theta, \phi) \Psi_s^*(\theta', \phi')\} = \frac{1}{4} \sum_{n=1}^{4} \frac{1}{\alpha^2} \exp \left[ -\frac{\zeta_{\alpha\beta}^2}{2} \right] \left( -\frac{\zeta_{\alpha\beta}^2}{\alpha^2} \right) \left( -\frac{\zeta_{\alpha\beta}^2}{\beta^2} \right) \left( -\frac{\zeta_{\alpha\beta}^2}{\gamma^2} \right) \left( -\frac{\zeta_{\alpha\beta}^2}{\delta^2} \right) \left( -\frac{\zeta_{\alpha\beta}^2}{\epsilon^2} \right) dS'.
\]
Equation (16) then assumes the form
\[
\{\Psi_s(\theta, \phi) \Psi_s^*(\theta', \phi')\} = \frac{1}{4} \sum_{n=1}^{4} \frac{1}{\alpha^2} \exp \left[ -\frac{\zeta_{\alpha\beta}^2}{2} \right] \left( -\frac{\zeta_{\alpha\beta}^2}{\alpha^2} \right) \left( -\frac{\zeta_{\alpha\beta}^2}{\beta^2} \right) \left( -\frac{\zeta_{\alpha\beta}^2}{\gamma^2} \right) \left( -\frac{\zeta_{\alpha\beta}^2}{\delta^2} \right) \left( -\frac{\zeta_{\alpha\beta}^2}{\epsilon^2} \right) dS'.
\]
For the purposes of this investigation, the PDF of \( \zeta(\rho) \) is chosen to be a Gaussian random process with autocorrelation function \( R(\rho - \rho') \) and \( \psi(\kappa) \) wave-number spectrum.

Equation (16) then assumes the form
\[
\{\Psi_s(\theta, \phi) \Psi_s^*(\theta', \phi')\} = \frac{1}{4} \sum_{n=1}^{4} \frac{1}{\alpha^2} \exp \left[ -\frac{\zeta_{\alpha\beta}^2}{2} \right] \left( -\frac{\zeta_{\alpha\beta}^2}{\alpha^2} \right) \left( -\frac{\zeta_{\alpha\beta}^2}{\beta^2} \right) \left( -\frac{\zeta_{\alpha\beta}^2}{\gamma^2} \right) \left( -\frac{\zeta_{\alpha\beta}^2}{\delta^2} \right) \left( -\frac{\zeta_{\alpha\beta}^2}{\epsilon^2} \right) dS'.
\]
where \( \{\alpha, \alpha, \alpha, \alpha, \beta, \beta, \beta, \beta\} = \{3, 3, 1, 1\} \) and \( \{\beta, \beta, \beta, \beta\} = \{3, 1, 1, 3\} \), and \( \sigma_{\alpha\beta}^2 \) is the square of the RMS vertical displacement \( \zeta(\rho) \). Substituting (17) and (18) into (15) yields
\[
\sigma(S) = \frac{4k_0^2 f_1(\theta, \phi)}{\pi G(\theta, \phi)} \int_\Delta G(\theta', \phi') f_s(\theta', \phi') e^{i k_0 \sin \Gamma(\rho - \rho')} \int \{1 \} \left( -\frac{\zeta_{\alpha\beta}^2}{2} \right) \left( -\frac{\zeta_{\alpha\beta}^2}{\alpha^2} \right) \left( -\frac{\zeta_{\alpha\beta}^2}{\beta^2} \right) \left( -\frac{\zeta_{\alpha\beta}^2}{\gamma^2} \right) \left( -\frac{\zeta_{\alpha\beta}^2}{\delta^2} \right) \left( -\frac{\zeta_{\alpha\beta}^2}{\epsilon^2} \right) dS'.
\]
where \( \zeta_{\alpha\beta}^2 = k_0^2 \sigma_{\alpha\beta}^2 \). Equation (19) represents the GNRCS of a Gaussian random surface illuminated by a narrow-beam antenna. Note that the integrand includes the factor \( e^{i k_0 \sin \Gamma(\rho - \rho')} \), which, as shown in [12], in the limit of constant gain (and polarization) over the antenna beam footprint, leads to Bragg scattering.

Recall that Eq. (19) is valid only for surfaces that obey the constraint \( \nabla_2 \zeta(x, y) \ll 1 \) at every point on the surface. Thus, (19) does not apply to spatially uncorrelated surfaces since it diverges when \( R(\rho - \rho') \) is replaced by \( \delta(\rho - \rho') \). To further illustrate this, it is known that for uncorrelated surfaces the mean-square slope \( \nabla^2 \zeta(\rho) \) cannot be small.
Hence, $\sigma(S)$ cannot be based on an incoherent scattering model. On the other hand, when in addition to small slopes one also assumes small amplitudes, that is with $|k_0\sigma(\rho)| \ll 1$, the exponential in (19) can be replaced by a linear function of $\Re(\rho - \rho')$ so that (19) becomes compatible with an incoherent scattering model. As shown in equation (36) of [12], this compatibility is a general feature of the small amplitude approximation (SSA), independent of the constraint on the surface slopes. This feature does not imply that the SSA requires incoherence. The choice of the correlation function is arbitrary and can be chosen to model surface scattering where coherence is essential, as, for example in Bragg scattering [12].

V. SIMULATION OF THE GNRCS AND COMPARISONS WITH PUBLISHED DATA

Plots of $\langle |b_{rec}/a_{trans}|^2 \rangle$ as a function of the (elevation) beam-steering angle computed using (5) and (6), with $\sigma(S)$ represented by (19), are shown in Figs. 2 and 3. The plots are for the three aforementioned wave-number spectra and are identified in the legend with an "S" for simulated. Also, shown for comparison are plots of $\langle |b_{rec}/a_{trans}|^2 \rangle$ (or (2)) derived from published data of $\sigma^0$ for 4 m/s wind speed at crosswind. The plots for the horizontal polarization are shown in Fig. 2 and those for the vertical polarization are shown in Fig. 3. Similar results for wind speeds of 5 m/s are shown in Figs. 4 and 5. These simulations were conducted for the given sea-surface conditions at X-Band (10 GHz) and dielectric constant $\varepsilon_r = 55.85 - j37.71$. The antenna is a circular dish, uniformly illuminated on transmission, and with a 16-wavelength diameter (0.48 m) placed 1,000 wavelengths (30 m) above the sea surface (Fresnel number 0.064). The average relative received power at the antenna port was computed for a given beam-steering angle ranging from 0° to 75° in 1° increments in elevation with the azimuth steering angle fixed at 90°. The simulated curves for $\sigma(S)$ in each figure are plotted in solid lines, with magenta for the ocean surface modeled by $\psi(\kappa)$ for the Elfouhaily Unified spectrum [17], light green for the Pierson-Neumann spectrum [18], and blue for the Pierson-Moskowitz spectrum [19]. Details of the corresponding wave-number spectra can be found in [18], [19], and [17]. The data representing the median RCS per unit area of the sea surface, $\sigma^0$, used for the comparison (referred to as baselines curves) were obtained from various published accounts [20], [21], and [22]. These median values of the NRCS were measured at wind speeds of 4 to 6 m/s for a given elevation antenna beam-steering angle for crosswind wind direction and are identified in the legend with an "E" for experimental in each figure below.

The data used to derive the $\langle |b_{rec}/a_{trans}|^2 \rangle$ using Long, [20], are depicted in Figs. 2 and 3 with a solid-black line with squares. The curves generated from data published by Daley, et. al., [21], are shown with a dashed black line with circles and the curves generated from Plant, et. al., [22], are shown with a dashed dark-green line with inverted triangles. A similar format is employed in Figs. 4 and 5 with the addition of a different data set as provided by Long and depicted with a dashed black line with squares, and the data set generated from Plant for 6 m/s uses green lines with triangles. The data from Plant were used in Figs. 4 and 5 to confirm the trends of the simulated $\langle |b_{rec}/a_{trans}|^2 \rangle$ curves.

The code used to compute $\langle |b_{rec}/a_{trans}|^2 \rangle$ for each wave-number spectrum was initially developed in MATLAB where a method of integration derived from the 2D circular convolution was used to determine the GNRCS under the SSA. The auto-correlation function of the surface $\Re(\rho - \rho')$ for Figs. 2 through 5 was computed from a 2D fast-Fourier transform (FFT) of the ocean wave-number spectrum $\psi(\kappa)$ for a grid size of 2048×2048. To accelerate the calculations, the code was ported into FORTRAN 90, and the integration portion was coded using the Message Passing Interface (MPI) to take advantage of the highly parallelizable nature of the algorithm. The calculations were performed using Cray XE6's made available through the DoD Supercomputing Research Centers at the US Air Force Research Laboratory at Wright-Patterson AFB and the US Army Engineering Research and Development Center at Vicksburg, Mississippi.

The simulation curves in Fig. 2 proved to be promising for horizontal polarization, showing as little as a 4-dB deviation in the average relative received power as compared with the associated baseline values for smaller elevation angles (0° to 40°). For the larger elevation angles (50° to 75°), the deviations from the baseline relative power curve generated from Long, [20], for the Pierson-Neumann and Pierson-Moskowitz models were as large as 10 dB. The Elfouhaily model appears to provide the best overall performance with a maximum deviation of 5 dB established between baseline curves for Long, [20], and Daley, [2 1]. It should be noted that the baseline curve for Plant, [22], deviates from the remaining curves in Fig. 5. In this case, Plant's baseline would represent a lower bound on the $\sigma^0$ or $\langle |b_{rec}/a_{trans}|^2 \rangle$ values whereas the baseline values associated with the data from Long would represent an upper bound.
The results for vertical polarization shown in Fig. 3 are similar to those of Fig. 2, where the simulated \( \left( \frac{b_{\text{rec}}}{a_{\text{trans}}} \right) \) curves also exhibit good agreement with the baseline curve from Long within the range of elevation angle of 0° to 40°. In re-examining Fig. 3, it is seen that there is a larger deviation from the baseline curve of Long as well, as much as 12 dB for all of the simulation curves. Again, the \( \left( \frac{b_{\text{rec}}}{a_{\text{trans}}} \right) \) generated from the Elfouhaily spectrum appears to be the overall better estimate for the higher elevation angles, with a smallest 2-dB deviation compared to the lower bound and an 8-dB deviation compared to the upper bound.

The simulation curves in Fig. 4 proved to be acceptable for horizontal polarization, showing as much as a 7-dB deviation in the average relative received-power responses when compared with the associated baseline values for elevation angles of 0° to 40°. For elevation angles of 50° to 75°, the deviations were as small as 4 dB from the baseline curve generated from Long for the Pierson-Neumann and Pierson-Moskowitz models. The Elfouhaily Spectrum again provides the best overall performance with a minimum deviation of 2 dB from the baseline curve for Long and Daley. Note, the baseline curve at 4 m/s for Plant is down significantly from the remaining curves in the 50° to 75° range, by as much as 20 dB due to the partial illumination effect of the 50-ns pulse. However, Plant's curve at 6 m/s compares very well with the \( \left( \frac{b_{\text{rec}}}{a_{\text{trans}}} \right) \) curves for the Pierson-Neumann and Pierson-Moskowitz models with a maximum deviation of 3 dB and the \( \left( \frac{b_{\text{rec}}}{a_{\text{trans}}} \right) \) curve for the Elfouhaily Spectrum has an overall deviation of 3 dB.

The results for vertical polarization shown in Fig. 5 are also similar to those shown in Fig. 4 in that the simulated curves exhibit good agreement with the curve from Long within the range of elevation of 0° to 40°.

In examining Fig. 5, it is seen that the larger deviation from Long's curve is as much as 7 dB for all of the simulation curves, which is due to the response within the enhanced portion. Again, the \( \left( \frac{b_{\text{rec}}}{a_{\text{trans}}} \right) \) curves generated from the Elfouhaily spectrum appear to be the overall better estimate for the higher elevation angles, with a smallest 1-dB deviation compared to the lower bound and a 5-dB deviation compared to the upper bound.
A special note about the simulated data is that the integration error took precedence whenever the grid spacing was not small enough (a major cause for the apparent oscillations in the curves). Another note is that for smaller angles of incidence, a few of the data points are missing, which is probably due to the queuing of the parallel processor.

VI. THE GNRCS AS A METRIC FOR SPATIAL COHERENCE

In Figs. 2 through 5, the relative power received from the sea echo, as predicted by the GNRCS, was in substantial agreement with experimental baseline values. These curves described the relationship between the surface and electromagnetic properties within the footprint. However, given the size of the footprint and the horizontal correlation lengths of sea surface, these curves were expected to converge since in most cases the footprint was limited by the antenna while the range extent associated with pulsewidth was limited by the beam's extent. Hence, the footprint consisted of sufficient number of correlation lengths such that the GNRCS was essentially identical with $\sigma^0$.

Consider Fig. 6 where the cross-range and down-range extents, and the range extents associated with two pulsewidths are shown (in terms of electromagnetic wavelengths) as a function of elevation. It can be seen where the footprint is represented by a beam-limited or pulse-limited illumination profile. The pulsewidth range extent (down-range extent) curves are shown for 500 ns and 50 ns. The 500-ns curves show that for nearly all elevation angles the footprint is beam limited, representing a fully illuminated surface for each pulse. This would mean that for the 500 ns pulse the NRCS ($\sigma^0$) is a measure of the coherence effects of the entire scattering surface defined by $A$. However, the 50-ns curves demonstrate that the footprint is pulse limited. Thus, the NRCS values given by Plant would signify that it was only partially illuminated, and hence the NRCS could only be defined ad hoc by the associated range extent for the appropriate angular coverage. Overall, these curves help to show that if the number of correlation lengths is sufficient to cover the antenna-beam footprint, then $\sigma^0$ is all one would need to describe the scattering nature of the surface. However, if the dimensions of $A$ were small enough to limit the number of correlation distances within it, would $\sigma^0$ still remain a good scattering metric?

To address this question, consider the product of the gain and the backscattering cross section

$$G(\theta,\phi)\sigma(S).$$

where the $\sigma(S)$ is given by (19). If $\sigma(S)$ is replaced by $\sigma^0$, then this product would be essentially linearly proportional to the gain. Therefore, the extent to which the plots of the two products versus gain differ can be taken as a metric of the effects of spatial coherence on the backscattering cross section. In other words, if the two products are identical, then $\sigma(S) = \sigma^0$. The product
$G(\theta, \phi)\sigma(S)$ is computed in Figs. 7 and 8 at a fixed beam-center position for a circular dish when the normalized radius of the dish ($k_d\alpha$) varied from 50 to 200 for a given polarization is plotted.

The $G(\theta, \phi)\sigma(S)$ curves are shown using $\sigma(S)$ obtained from the Elfouhaily Spectrum. For each polarization, the $G(\theta, \phi)\sigma^0$ curves of Daley and Long follow a linear trend. For horizontal polarization in Fig. 7, the two baseline curves are separated by 5 dB with a spread of 10 to 17 dB on the low end and 23 to 27 dB on the upper end. For gain values below 39 dB, the $G(\theta, \phi)\sigma(S)$ curve deviates substantially from the linear trend but it is nearly linear and well above the baseline curves for gain values above 39 dB.

For vertical polarization in Fig. 8, the three baseline curves are separated by as much as 4 dB with a spread of 13 to 17 dB on the lower end and 23 to 28 dB on the upper end. The $G(\theta, \phi)\sigma(S)$ curve here follows a similar trend as for the horizontal polarization. Both of these figures show that as the gain increases, or the antenna-footprint dimensions decrease, $G(\theta, \phi)\sigma^0$ increases linearly. However, the $G(\theta, \phi)\sigma(S)$ curve has a non-linear trend that is well above the upper-bound baseline curve, which implies that the scattering crossing section is gain dependent. Hence, the number of horizontal spatial correlation lengths establishes the relative strength of the backscattered field. This demonstrates that the GNRCS is the best metric for characterizing radar clutter.

VII. CONCLUSIONS

The coherence effects on the backscattered field due to a random sea surface, as established by the properties of the radiating antenna, were investigated using the antenna-reciprocity relationship to predict the mono-static signal returns from beam-resolved distributed targets for sea-clutter analysis. The sea-surface backscatter was examined for a fully developed wind-driven sea modeled by several empirical wave-number spectra in the presence of a uniformly illuminated circular dish at X-band. The relative power returns were determined for various antenna parameters (height above surface, polarization, and beam footprint) for a given sea state. The relative-power curves generated by the GNRCS compared very well with responses derived from measured data. The deviations obtained from the data-derived baseline trends were as small as 3 dB. Oddly enough, the simulated responses performed unexpectedly well at the high-incidence angles, a major indication that rough-surface scattering analysis should include the full nature of the incident field as well the surface kinematics. Overall, the results show that spatial-coherence effects can significantly influence radar-clutter estimates.

A special note about the simulated data, which was previously mentioned, is that the integration error took precedence whenever the grid spacing was not small enough, which is a major cause for the apparent oscillations in the curves.
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The bounding surface between the dielectric medium and free space in Fig. A1 is defined with respect to the reference plane $H$ by $H - z(x, y)$. The free-space and dielectric regions correspond, respectively, to $z \leq H - \min z(x, y)$ and $z \geq H - \max z(x, y)$. A plane wave $E_0 e^{-j\beta z} e^{-j\beta z}$, incident from free space together with the outgoing waves, is represented by

$$E(r) = E_0 e^{-j\beta z} e^{-j\beta z} + E_{refl} e^{-j\beta z} e^{-j\beta z} (z - 2H)$$

$+$

$$+ e^{-j\beta z} \int d^2 k_E (k_x, k_y) e^{-j\beta z} e^{-j\beta z} (z - 2H).$$

(A1)

In accordance with the Rayleigh hypothesis, the last term, represented by the Fourier integral, and referenced to the plane $z = H$, is an approximation to the continuous spectrum and is defined as the scattered field, excluding the specular term $E_{refl} e^{-j\beta z} e^{-j\beta z} (z - 2H)$. The electric field transmitted into the dielectric region is

$$E^{(2)}(r) = E_{refl} e^{-j\beta z} e^{-j\beta z} e^{-j\beta z} (z - H)$$

$$+ e^{-j\beta z} \int d^2 k_E (k_x, k_y) e^{-j\beta z} e^{-j\beta z} (z - H),$$

(A2)

and similarly for the corresponding magnetic fields $H^{(2)}(r)$ and $E^{(2)}(r)$. $E_s (k_x, k_y)$ and $E^{(2)}_s (k_x, k_y)$ are electric-field scattering amplitudes, respectively, in air and the dielectric medium. The following is an outline of the procedure used to find an approximate solution to (A1) for $E_s (k_x, k_y)$ (essentially a Taylor expansion to $O[\nabla z]^2$) and relate it to the generalized NRCS, which is one of the objectives of the paper under review.

The symbols indicated here and in the subsequent equations are defined as follows: $k_x$ is the transverse wave number (i.e., the projection of the wave number $k$ on the $xy$ plane); $k_z$ and $k_{z_0}$ are $z$-components of $k$, respectively, in air and the dielectric medium; $k_0$ is the free-space wave number; subscript $i$ refers to quantities associated with incident fields, subscript $t$ to transverse components; $k_{0i} = \frac{k_0}{k_i}$ and $k_{0t} = \frac{z_0}{k_i}$ are unit vectors along the $x$ and $y$ axes, $\rho$ is the position vector in the $xy$ plane, and $Z_0 = \frac{\mu_0}{\varepsilon_0}$.

Matching the six tangential components of the total electric and magnetic fields on the media bounding surface and, independently, the tangential components of the plane wave on the hypothetical planar boundary $H$, yields the following set of integral equations for the scattering amplitudes

$$\begin{bmatrix}
E_{t} (k_x, k_y) \\
E_{t}^{(2)} (k_x, k_y)
\end{bmatrix} = 
\int d^2 k_E 
\begin{bmatrix}
K_{it} (k_x, k_y) \\
K_{it}^{(2)} (k_x, k_y)
\end{bmatrix}
\begin{bmatrix}
E_{s} (k_x, k_y) \\
E_{s}^{(2)} (k_x, k_y)
\end{bmatrix}$$

$$+ 
\begin{bmatrix}
V_{t} (k_x, k_y) \\
V_{t}^{(2)} (k_x, k_y)
\end{bmatrix},$$

(A3)

where the matrix elements $K_{it} (k_x, k_y)$ are $3 \times 3$ dyadics that depend on wave numbers, the surface slope, and plane-wave Fresnel coefficients. Upon applying the Neumann iteration procedure to (A3) one finds that to represent the solution to within $O(\nabla z)^2$, the first term suffices. This is equivalent to approximating $E_{t} (k_x, k_y)$ by $V_{t} (k_x, k_y)$ in (A3), which is

$$E_{t} (k_x, k_y) = T_{E}^{(1)} (k_x, k_y) + T_{E}^{(2)} (k_x, k_y),$$

(A4)

where

$$T_{E}^{(1)} (k_x, k_y) = 
\begin{bmatrix}
- \frac{k_x z_x}{k_x^2 + k_{z0}^2} k_{0t} & - \frac{k_{0t}}{k_x^2 + k_{z0}^2} k_x & - \frac{k_{0z}}{k_x^2 + k_{z0}^2} z_x & - \frac{k_x}{k_x^2 + k_{z0}^2} z_x & - \frac{k_{0t}}{k_x^2 + k_{z0}^2} z_x & - \frac{k_{0z}}{k_x^2 + k_{z0}^2} z_x
\end{bmatrix},$$

(A5)

and

$$T_{E}^{(2)} (k_x, k_y) = 
\begin{bmatrix}
- \frac{k_x z_x}{k_x^2 + k_{z0}^2} k_{0t} & - \frac{k_{0t}}{k_x^2 + k_{z0}^2} k_x & - \frac{k_{0z}}{k_x^2 + k_{z0}^2} z_x & - \frac{k_x}{k_x^2 + k_{z0}^2} z_x & - \frac{k_{0t}}{k_x^2 + k_{z0}^2} z_x & - \frac{k_{0z}}{k_x^2 + k_{z0}^2} z_x
\end{bmatrix},$$

(A6)

and

$$V_{t} (k_x, k_y) = \frac{1}{2 \pi} \int d^2 \rho e^{j(k_x x + k_y y + k_{z0} z_x)}$$

$$\times
\left[
(E_{t} z_x) e^{j(k_x x + k_y y + k_{z0} z_x)} + (E_{t} x) e^{j(k_x x + k_y y + k_{z0} z_x)}
\right]$$

$$- \left[
(E_{t} z_x) e^{j(k_x x + k_y y + k_{z0} z_x)} + (E_{t} x) e^{j(k_x x + k_y y + k_{z0} z_x)}
\right]$$

(A7)

and
Recasting this in spherical coordinates, we denote the angles of incidence by \( \theta_i \) (elevation), and \( \phi_i \) (azimuth) and the scattering angles by \( \alpha \) and \( \beta \), the electric-field scattering amplitude resolved along the spherical unit vectors \( \alpha_0 \) and \( \beta_0 \) assumes the form

\[
\mathcal{E}_s(k, k', \rho) = \int d^2 \rho e^{i(k_0 - k') \rho} \mathcal{Y}(k, k', \rho);
\]

where

\[
\mathcal{Y}(k, k', \rho) = \left\{ \alpha_s \left[ T_{si} E_{d0} + T_{si} E_{ip} \right] + \beta_s \left[ T_{ii} E_{d0} + T_{ii} E_{ip} \right] \right\},
\]

and

\[
T_{si}(k, k', \rho) = \frac{\cos (\beta - \phi)}{(2\pi)^2} \left[ \varepsilon_i - \sin^2 \alpha \varepsilon_i \sin \phi \right] \left\{ e^{i\beta \varepsilon_i (\rho)} - e^{-i\beta \varepsilon_i (\rho)} \right\} + \left\{ e^{i\beta \varepsilon_i (\rho)} - e^{-i\beta \varepsilon_i (\rho)} \right\}
\]

Next we consider the reception of the scattered field by an antenna. From the generalized reciprocity relationship [23] we have

\[
a_{\text{trans}, \text{rec}} = -\frac{j}{2\pi k_0} \int \mathcal{F}_{\text{rad}}(k', \mathbf{k}) \cdot \mathcal{E}(k', \rho) d^2 k'.
\]

With this normalization \( |h_{\text{rec}}|^2 \) is the received power, and the electric far field on transmission is

\[
\mathcal{F}_{\text{rad}}(k', k) e^{-j{\beta_0}k', k} \left[ R \int d^2 k' \mathcal{E}_s(k', \rho) e^{-j{\beta_0}k', \rho} \right] d^2 \rho.
\]

For compatibility with these definitions \( \mathcal{E}(k', \rho) \) represents the Fourier Transform of the scattered field at \( z = 0 \), i.e.,

\[
\mathcal{E}(k', \rho) = \left[ \mathcal{E}_s(\rho, 0) e^{-j\beta_0\rho} d^2 \rho. \right.
\]

To use formula (A15) we must express \( \mathcal{E}(k', \rho) \) in terms of the scattering amplitude \( \mathcal{E}_s(k, k', \rho) \) in (A1). For a single incident spectral component (i.e., a plane wave)

\[
\mathcal{E}_s(k, k', \rho) = e^{-j\beta_0k', \rho} \int d^2 k' \mathcal{E}_s(k', \rho) e^{-j\beta_0k', \rho} e^{-j{\beta_0}k', k}.
\]

For a general illumination we need

\[
\mathcal{E}_s(\rho, 0) = \left[ \mathcal{E}_s(\rho, \rho, 0) d^2 \rho \right.
\]

which is restricted to the plane \( z = 0 \), the location of the antenna. Substituting (A20) in (A18) we get

\[
\mathcal{E}(k', \rho) = \left[ \mathcal{E}(\rho, 0) e^{-j\beta_0k', \rho} d^2 \rho \right.
\]

Substituting the last expression in (A19) we get the receiver output in terms of the spatial spectrum:

\[
a_{\text{trans}, \text{rec}} = -\frac{j}{2\pi k_0} \int \mathcal{F}_{\text{rad}}(k') \cdot \mathcal{E}(k', \rho) d^2 k'.
\]
A form more suitable for stationary phase evaluation is obtained by replacing \( \mathbb{E}_n(-\mathbf{k}, \mathbf{k}_n) \) in (A22) with (A9)

\[
a_{\text{trans}, \text{rec}} = -j\int d^2 \rho \left[ \mathbb{F}_{\text{rad}}(\mathbf{k}_n) \mathcal{P}(-\mathbf{k}, \mathbf{k}_n, \rho) \right] e^{-\mathbf{k}_0 \cdot \mathbf{r}} d^2 \mathbf{k}_n.
\]

For \( k_0 R \gg 1 \) ((A20) is good enough) we can use stationary phase, one corresponding to \( e^{-\mathbf{k}_0 \cdot \mathbf{r}} \) the other to \( e^{-\mathbf{k}_0 \cdot \mathbf{r}} \) with stationary points at \( \alpha = \theta \), \( \beta = \phi \), and \( \phi_z = \phi \). This translates into \( \mathbf{k}_n = \mathbf{k}_0 \alpha \sin \theta \) and in (A9) \( \alpha_0 = -\theta_0, \beta_0 = -\phi_0 \). As result we get

\[
a_{\text{trans}, \text{rec}} = -j\int d^2 \rho \cos \theta \frac{e^{-i Z_0 k_0 |\mathbf{r}|}}{R^2} \mathbb{F}_{\text{rad}}(\mathbf{k}_n) \mathcal{P}(-\mathbf{k}, \mathbf{k}_n, \rho) \frac{e^{-\mathbf{k}_0 \cdot \mathbf{r}} d^2 \mathbf{k}_n}{2\pi k_0 \sqrt{Z_0}}.
\]

(A23)

The matrix elements in (A11), (A12), (A13), and (A14) evaluated at the stationary points are:

\[
T_{\text{uu}}(-\mathbf{k}, \mathbf{k}_n, \rho) = \frac{2j}{(2\pi)^3} \Gamma'(\theta) \sin \left[ k_0 \zeta(\rho) \cos \theta \right],
\]

\[
T_{\rho\rho}(-\mathbf{k}, \mathbf{k}_n, \rho) = \frac{2j}{(2\pi)^3} \Gamma'(\theta) \sin \left[ k_0 \zeta(\rho) \cos \theta \right],
\]

\[
T_{\rho\phi}(-\mathbf{k}, \mathbf{k}_n, \rho) = T_{\phi\rho}(-\mathbf{k}, \mathbf{k}_n, \rho) = 0,
\]

so that

\[
\mathcal{P}(-\mathbf{k}, \mathbf{k}_n, \rho) = \frac{2j}{(2\pi)^3} e^{-i Z_0 k_0 |\mathbf{r}|} \left[ -\theta \Gamma'(\theta) E_{\rho} + \phi \Gamma'(\theta) E_{\phi} \right].
\]

(A26)

Here as in (A9) \( E_{\rho} \) and \( E_{\phi} \) are proportional to \( F_{\text{rad}, \rho} \) and \( F_{\text{rad}, \phi} \), the components of \( \mathbb{F}_{\text{rad}}(\mathbf{k}_n) \) in (A16). We can find the proportionality constants by recognizing that (A16) is the asymptotic form of the electric field \( \mathbf{E}_{\text{rad}}(\mathbf{R}) \) as \( k_0 R \rightarrow \infty \) that can be computed from

\[
\mathbf{E}_{\text{rad}}(\mathbf{R}) = \frac{1}{(2\pi)^3} \int d^3 \mathbf{r} \mathcal{E}_n(\mathbf{k}) e^{-\mathbf{k}_0 \cdot \mathbf{r}} d^3 \mathbf{k}.
\]

(A27)

A stationary phase evaluation gives

\[
\mathbf{E}_{\text{rad}}(\mathbf{R}) = \frac{k_0^2}{(2\pi)^3} \left( \frac{2\pi j}{k_0 R} \right) \cos \theta \mathcal{E}_n(\theta, \phi)
\]

\[
= \sqrt{Z_0} \mathbb{F}_{\text{rad}}(\theta, \phi) e^{-i \phi R}.
\]

(A28)

Writing (A28) in component form

\[
\theta F_{\text{rad}, \rho} + \phi F_{\text{rad}, \phi} = \frac{k_0^2}{\sqrt{Z_0} (2\pi)^3} \left( \frac{2\pi j}{k_0} \right) \cos \theta (\theta E_{\rho} + \phi E_{\phi}).
\]

(A29)

we obtain the desired proportionality constants:

\[
E_{\rho} = \sqrt{Z_0} \frac{2\pi F_{\text{rad}, \rho}}{j k_0 \cos \theta}, \quad E_{\phi} = \sqrt{Z_0} \frac{2\pi F_{\text{rad}, \phi}}{j k_0 \cos \theta}
\]

(A30)

Using these in (A26),

\[
\mathcal{P}(-\mathbf{k}, \mathbf{k}_n, \rho) = \sqrt{Z_0} \sin \left[ k_0 \zeta(\rho) \cos \theta \right]
\]

\[
\cdot \left[ -\theta \Gamma'(\theta) F_{\text{rad}, \rho} + \phi \Gamma'(\theta) F_{\text{rad}, \phi} \right].
\]

(A31)

The final form of the receiver output is obtained by the substitution of (A31) into (A24)

\[
a_{\text{trans}, \text{rec}} = \frac{-2\pi j}{k_0} \int d^2 \rho \frac{e^{-i Z_0 k_0 |\mathbf{r}|}}{R^2} \sin \left[ k_0 \zeta(\rho) \cos \theta \right] \left[ -\theta \Gamma'(\theta) F_{\text{rad}, \rho} + \phi \Gamma'(\theta) F_{\text{rad}, \phi} \right],
\]

(A32)

or

\[
a_{\text{trans}, \text{rec}} = \frac{-2\pi j}{k_0} \int d^2 \rho \frac{e^{-i Z_0 k_0 |\mathbf{r}|}}{R^2} \sin \left[ k_0 \zeta(\rho) \cos \theta \right] \left[ -\theta \Gamma'(\theta) F_{\text{rad}, \rho} + \phi \Gamma'(\theta) F_{\text{rad}, \phi} \right],
\]

(A33)

APPENDIX B

BRIEF DERIVATION OF THE ROUGH-SURFACE FIELD INTEGRAL EQUATION FOR THE MODIFIED SAA

A synopsis of the derivation of some of the key formulas used to obtain the integral equations given in Appendix A and the scattering matrix given in (9) of the paper are explained herein. The formalism given in Appendix A will be adopted in this document. We wish to emphasize that the formulation in our paper is an alternate version to the methodology presented in [16] and [25], and summarized in [26] utilizes the surface constraints simultaneously for the SSA. However, the formulation given in Section VIII and herein, employ these constraints separately.

Herein, the approximate form of the rough-surface scattered field is obtained by a construction that assumes the validity of the Rayleigh hypothesis (See Fig. B1). Beginning
with the description of the aforementioned construction of the electromagnetic fields in both media, we have the following.

\[ \mathbf{E}^1(r) = \mathbf{E}_i e^{-j\mathbf{k}_i \cdot \mathbf{r}} + \mathbf{E}_{ref} e^{-j\mathbf{k}_{ref} \cdot \mathbf{r}} + j \int d^2 \mathbf{k}_s \mathbf{E}_s(\mathbf{k}_s, \mathbf{k}_a) e^{-j\mathbf{k}_s \cdot \mathbf{r} + j\mathbf{k}_a \cdot \mathbf{r}_{ref}}. \]  
(B1)

The incident and reflected plane waves, \( \mathbf{E}_i e^{-j\mathbf{k}_i \cdot \mathbf{r}} \) and \( \mathbf{E}_{ref} e^{-j\mathbf{k}_{ref} \cdot \mathbf{r}} \), respectively, are characterized at the hypothetical plane \( z = H \), and

\[ \mathbf{E}^1_{scat}(\mathbf{k}_s, \mathbf{r}) = e^{-j\mathbf{k}_s \cdot \mathbf{r}} \int d^2 \mathbf{k}_s \mathbf{E}_s(\mathbf{k}_s, \mathbf{k}_a) e^{-j\mathbf{k}_s \cdot \mathbf{r} + j\mathbf{k}_a \cdot \mathbf{r}_{ref}}. \]  
(B2)

is the rough-surface scattered field, which is also evaluated at the plane \( z = H \). Similarly, the field quantities in Medium 2 are

\[ \mathbf{E}^2_{scat}(\mathbf{k}_s, \mathbf{r}) = e^{-j\mathbf{k}_s \cdot \mathbf{r}} \int d^2 \mathbf{k}_s \mathbf{E}^2_s(\mathbf{k}_s, \mathbf{k}_a) e^{-j\mathbf{k}_s \cdot \mathbf{r} + j\mathbf{k}_a \cdot \mathbf{r}_{ref}}. \]  
(B3)

Here, \( \mathbf{E}_{ref} e^{-j\mathbf{k}_{ref} \cdot \mathbf{r}} \) is a refracted plane wave traveling in Medium 2 and the field scattered into Medium 2 is written as

\[ \mathbf{E}^2(\mathbf{k}_s, \mathbf{r}) = \mathbf{E}_{ref} e^{-j\mathbf{k}_s \cdot \mathbf{r}} + j \int d^2 \mathbf{k}_s \mathbf{E}^2_s(\mathbf{k}_s, \mathbf{k}_a) e^{-j\mathbf{k}_s \cdot \mathbf{r} + j\mathbf{k}_a \cdot \mathbf{r}_{ref}}. \]  
(B4)

Note that the phase term \( e^{-j\mathbf{k}_s \cdot \mathbf{r}} \) was included in the expressions for the specular fields at \( z = H \) to establish the phase reference at that location. This permits the reflected and refracted plane wave components (as well as \( \mathbf{E}_s(\mathbf{k}_s, \mathbf{k}_a) \) and \( \mathbf{E}^2_s(\mathbf{k}_s, \mathbf{k}_a) \)) to be proportionate to the incident field via the Fresnel Reflection Coefficients. The purpose of \( e^{-j\mathbf{k}_s \cdot \mathbf{r}} \) can be explained easily explained in the context of transmission-line theory, where the antenna (input) port is the reference terminal plane and the load plane located at \( z = H \). Here, the reflection (transmission) coefficient at load plane is referenced to the input reflection coefficient as represented in the specular terms of (B1) and (B3). We have also assumed that the rough surface scattered fields, as expressed using the Fourier expansion theorem, are valid within the region (i.e., the Rayleigh Hypothesis)

\[ H - \min \zeta(x, y) \leq z \leq H - \max \zeta(x, y). \]

The boundary condition for the specularly reflected tangential electric-field components at \( H \) (i.e., \( \zeta(x, y) = 0 \)) is given as

\[ (\mathbf{E}_s + \mathbf{E}_{ref} - \mathbf{E}_{ref}) \times \mathbf{z}_0 = 0. \]  
(B5)

The corresponding magnetic-field expressions for both media have the given form of

\[ \mathbf{H}^1(\mathbf{r}) = \mathbf{H}_i e^{-j\mathbf{k}_i \cdot \mathbf{r}} + \mathbf{H}_{ref} e^{-j\mathbf{k}_{ref} \cdot \mathbf{r}} + j \int d^2 \mathbf{k}_s \mathbf{H}_s(\mathbf{k}_s, \mathbf{k}_a) e^{-j\mathbf{k}_s \cdot \mathbf{r} + j\mathbf{k}_a \cdot \mathbf{r}_{ref}}. \]  
(B6)

for Medium 1, and

\[ \mathbf{H}^2(\mathbf{r}) = \mathbf{H}_i e^{-j\mathbf{k}_i \cdot \mathbf{r}} + \mathbf{H}_{ref} e^{-j\mathbf{k}_{ref} \cdot \mathbf{r}} + j \int d^2 \mathbf{k}_s \mathbf{H}^2_s(\mathbf{k}_s, \mathbf{k}_a) e^{-j\mathbf{k}_s \cdot \mathbf{r} + j\mathbf{k}_a \cdot \mathbf{r}_{ref}}. \]  
(B7)

for Medium 2. In the above equations, the plane-wave spectral representations for the scattered magnetic fields are written as

\[ \mathbf{H}^1_{scat}(\mathbf{k}_s, \mathbf{r}) = e^{-j\mathbf{k}_s \cdot \mathbf{r}} \int d^2 \mathbf{k}_s \mathbf{H}^1_s(\mathbf{k}_s, \mathbf{k}_a) e^{-j\mathbf{k}_s \cdot \mathbf{r} + j\mathbf{k}_a \cdot \mathbf{r}_{ref}}. \]  
(B8)

and

\[ \mathbf{H}^2_{scat}(\mathbf{k}_s, \mathbf{r}) = e^{-j\mathbf{k}_s \cdot \mathbf{r}} \int d^2 \mathbf{k}_s \mathbf{H}^2_s(\mathbf{k}_s, \mathbf{k}_a) e^{-j\mathbf{k}_s \cdot \mathbf{r} + j\mathbf{k}_a \cdot \mathbf{r}_{ref}}. \]  
(B9)

Similarly, the boundary condition for the tangential components for the magnetic plane wave fields at the mean level \( z = H \) is also given as

\[ (\mathbf{H}_i + \mathbf{H}_{ref} - \mathbf{H}_{ref}) \times \mathbf{z}_0 = 0. \]  
(B10)

In examining the phase term in (B2), (B4), (B8), and (B9), \( e^{-j\mathbf{k}_s \cdot \mathbf{r}} \) is treated as an arbitrary constant submitted in the expressions to give rise to a certain symmetry. It can also be said that each member of the spectral ensemble for the scattered fields is phase referenced to the plane \( z = H \). Again, this step yields a symmetric set of solutions for the scattering amplitudes \( \mathbf{H}^1_s(\mathbf{k}_s, \mathbf{k}_a) \) and \( \mathbf{H}^2_s(\mathbf{k}_s, \mathbf{k}_a) \), which vanish when \( \zeta(x, y) = 0 \). Note that the scale of \( \zeta(x, y) \) has yet to be specified; only the Rayleigh Hypothesis was enforced. The scattering amplitudes have a set of impedance relationships, which were derived from Maxwell’s Equations and are given as

\[ (\mathbf{k}_s - \mathbf{k}_s \times \mathbf{z}_0) \times \mathbf{H}_s(\mathbf{k}_s, \mathbf{k}_a) = \sigma \mu \mathbf{H}_s(\mathbf{k}_s, \mathbf{k}_a). \]  
(B11)
and
\[
(k_i + k_z z_0) \times \mathbb{E}^{(2)}_s(k_i, k_o) = \omega \mu_0 \mathbb{H}^{(2)}_s(k_i, k_o).
\]

(B12)

Having defined the necessary parameters and field quantities in each medium, the solutions to the scattering amplitude for \( \mathbb{E}_s(k_i, k_o) \), and hence \( \mathbb{H}_s(k_i, k_o) \) can be determined by using (B1), (B3), (B6), and (B7) at \( z = H - \varsigma (x, y) \) with the boundary conditions for the tangential field components, which are given by (B5), (B10), (B11), and (B12). These steps are shown as follows. The tangential electric-field components must be continuous at \( z = H - \varsigma (x, y) \). Therefore, the boundary condition imposed on the surface is represented by the following expression,
\[
\left[ (E_x \times \nu_o) e^{i \omega \varsigma (x, y)} + (E_{rof} \times \nu_o) e^{-i \omega \varsigma (x, y)} \right] e^{-i k_o \rho} = (E_o \times \nu_o) e^{-i k_o \rho} + \int d^2 k \mathbb{E}_s(k_i, k_o) \times \nu_o e^{-i k_o \rho} \beta_{s, i}(x, y),
\]
for the electric field and
\[
\left[ (\nu_o \times H) e^{i \omega \varsigma (x, y)} + (\nu_o \times H_{rof}) e^{-i \omega \varsigma (x, y)} \right] e^{-i k_o \rho} = (\nu_o \times H_{rof}) e^{-i k_o \rho} + \int d^2 k \nu_o \times \mathbb{H}_s(k_i, k_o) e^{-i k_o \rho} \beta_{s, i}(x, y),
\]
for the magnetic field. The outward normal is defined as
\[
\nu_o = -\frac{z_0 + \nabla \varsigma}{\sqrt{1 + (\nabla \varsigma)^2}}.
\]

(B13)

Next, the cancellation of \( \sqrt{1 + (\nabla \varsigma)^2} \cdot \nabla \varsigma \) on both sides of (B13) and (B14) is performed and the normal \( \nu_o \) is now set to \( -\nabla \varsigma = z_0 + \nabla \varsigma \). For convenience, the integration variable was changed from \( k_i \) to \( k_i \). A further modification is required to exploit a particular feature of \( \varsigma (x, y) \) in the expressions above, in that
\[
-\int \int d^2 k \mathbb{E}_s(k_i, k_o) \times \nu_o e^{-i k_o \rho}
= \int \int d^2 k \nabla \varsigma \times \mathbb{E}_s(k_i, k_o) e^{-i k_o \rho} + \int \int d^2 k z_0 \times \mathbb{E}_s(k_i, k_o) e^{-i k_o \rho}
\]
and
\[
-\int \int d^2 k \mathbb{E}_s^{(2)}(k_i, k_o) \times \nu_o e^{-i k_o \rho}
= \int \int d^2 k \nabla \varsigma \times \mathbb{E}_s^{(2)}(k_i, k_o) e^{-i k_o \rho} + \int \int d^2 k z_0 \times \mathbb{E}_s^{(2)}(k_i, k_o) e^{-i k_o \rho}
\]

(B16)

are added and subtracted from both sides of (B13), respectively. Equation (B13) is then re-expressed as
\[
\left[ (E_i \times \nu_i) e^{i \omega \varsigma (x, y)} + (E_{rof} \times \nu_i) e^{-i \omega \varsigma (x, y)} \right] e^{-i k_o \rho}
+ \int \int d^2 k \mathbb{E}_s(k_i, k_o) \times \nu_o e^{-i k_o \rho} e^{-i k_o \rho} - \int \int d^2 k \nabla \varsigma \times \mathbb{E}_s(k_i, k_o) e^{-i k_o \rho}
- \int \int d^2 k z_0 \times \mathbb{E}_s(k_i, k_o) e^{-i k_o \rho}
= \left[ (E_o \times \nu_o) e^{i \omega \varsigma (x, y)} + (E_{rof} \times \nu_o) e^{-i \omega \varsigma (x, y)} - 1 \right] e^{-i k_o \rho}.
\]

(B17)

Correspondingly, the magnetic field has a similar form to the above
\[
\left[ (\nu_i \times H_i) e^{i \omega \varsigma (x, y)} + (\nu_i \times H_{rof}) e^{-i \omega \varsigma (x, y)} \right] e^{-i k_o \rho}
+ \int \int d^2 k \nu_o \times \mathbb{H}_s(k_i, k_o) e^{-i k_o \rho} - \int \int d^2 k \nabla \varsigma \times \mathbb{H}_s(k_i, k_o) e^{-i k_o \rho}
- \int \int d^2 k z_0 \times \mathbb{H}_s(k_i, k_o) e^{-i k_o \rho}
= \left[ (\nu_o \times H_o) e^{i \omega \varsigma (x, y)} + (\nu_o \times H_{rof}) e^{-i \omega \varsigma (x, y)} - 1 \right] e^{-i k_o \rho}.
\]

(B18)

where \( k_0 \) is the free space wave number and \( Z_0 = \sqrt{\mu_0 \varepsilon_0} \). The vector wave numbers \( k_i \) and \( k_i \) are defined as
\[
k_i = k_i - k_z z_0;
\]

(B20)

The impedance relationships given in (B11) and (B12) were used to obtain (B19). Note that the terms containing the factors \( e^{i k_i \varsigma (x, y)} - 1 \) and \( e^{i k_i \varsigma (x, y)} - 1 \) can be shown to be negligibly small compared to \( O(\| \nabla \varsigma (x, y) \|) \). We now multiply both sides of (B18) with \( \frac{1}{(2 \pi)} e^{-i k_o \rho} \) and integrate over the entire \( xy \) plane. Since,
\[
\int e^{i (k, -k) \rho} d^2 \rho = (2\pi)^2 \delta (k_i - k_i)
\]

(B21)
we obtain
\[
\int d^2\mathbf{r} e^{i(\mathbf{k}_s \cdot \mathbf{r})} \rho \left[ \left( \mathbf{E}_s \times \hat{\mathbf{v}}_0 \right) e^{i\mathbf{k}_s \cdot \mathbf{r}} + \left( \mathbf{E}_{\text{refl}} \times \hat{\mathbf{v}}_0 \right) e^{-i\mathbf{k}_s \cdot \mathbf{r}} \right] \\
- \left( \mathbf{E}_{\text{refl}} \times \hat{\mathbf{v}}_0 \right) e^{i\mathbf{k}_s \cdot \mathbf{r}} e^{-i\mathbf{k}_s \cdot \mathbf{r}} + V_1(\mathbf{k}_s, \mathbf{k}_n) \rho \left( \mathbf{E}_s \times \hat{\mathbf{v}}_0 \right) e^{i\mathbf{k}_s \cdot \mathbf{r}} + V_2(\mathbf{k}_s, \mathbf{k}_n) \rho \left( \mathbf{E}_{\text{refl}} \times \hat{\mathbf{v}}_0 \right) e^{-i\mathbf{k}_s \cdot \mathbf{r}} \\
- \int d^2\mathbf{r} e^{i(\mathbf{k}_s \cdot \mathbf{r})} \rho \left( \mathbf{E}_s(\mathbf{k}_s, \mathbf{k}_n) - \mathbf{E}_{\text{refl}}(\mathbf{k}_s, \mathbf{k}_n) \right) \right]
\] (B22)

for (B18). A similar step performed on (B19) yields
\[
k_z \int d^2\mathbf{r} e^{i(\mathbf{k}_s \cdot \mathbf{r})} \rho \left[ \left( \mathbf{E}_s \times \hat{\mathbf{v}}_0 \right) e^{i\mathbf{k}_s \cdot \mathbf{r}} + \left( \mathbf{E}_{\text{refl}} \times \hat{\mathbf{v}}_0 \right) e^{-i\mathbf{k}_s \cdot \mathbf{r}} \right] \\
- \left( \mathbf{E}_{\text{refl}} \times \hat{\mathbf{v}}_0 \right) e^{i\mathbf{k}_s \cdot \mathbf{r}} e^{-i\mathbf{k}_s \cdot \mathbf{r}} + V_1(\mathbf{k}_s, \mathbf{k}_n) \rho \left( \mathbf{E}_s \times \hat{\mathbf{v}}_0 \right) e^{i\mathbf{k}_s \cdot \mathbf{r}} + V_2(\mathbf{k}_s, \mathbf{k}_n) \rho \left( \mathbf{E}_{\text{refl}} \times \hat{\mathbf{v}}_0 \right) e^{-i\mathbf{k}_s \cdot \mathbf{r}} \\
- \int d^2\mathbf{r} e^{i(\mathbf{k}_s \cdot \mathbf{r})} \rho \left( \mathbf{E}_s(\mathbf{k}_s, \mathbf{k}_n) - \mathbf{E}_{\text{refl}}(\mathbf{k}_s, \mathbf{k}_n) \right) \right]
\] (B23)

With these given expressions, the final solution for the vector scattering amplitudes can be obtained by using a series of tedious algebraic steps (which will not be shown here). The final result is a solution to the Fredholm Integral equation of the second kind
\[
\left[ \begin{array}{c} \mathbf{E}_s(\mathbf{k}_s, \mathbf{k}_n) \\ \mathbf{E}_{\text{refl}}(\mathbf{k}_s, \mathbf{k}_n) \end{array} \right] = \int d^2\mathbf{r} \left[ \begin{array}{cc} \mathbf{K}_{11}(\mathbf{k}_s, \mathbf{k}_n) & \mathbf{K}_{12}(\mathbf{k}_s, \mathbf{k}_n) \\ \mathbf{K}_{21}(\mathbf{k}_s, \mathbf{k}_n) & \mathbf{K}_{22}(\mathbf{k}_s, \mathbf{k}_n) \end{array} \right] \left[ \begin{array}{c} \mathbf{E}_s(\mathbf{k}_s, \mathbf{k}_n) \\ \mathbf{E}_{\text{refl}}(\mathbf{k}_s, \mathbf{k}_n) \end{array} \right] \\
+ \left[ \begin{array}{c} \mathbf{V}_1(\mathbf{k}_s, \mathbf{k}_n) \\ \mathbf{V}_2(\mathbf{k}_s, \mathbf{k}_n) \end{array} \right]
\] (B24)

where the first-order solutions for the scattering amplitudes are
\[
\left[ \begin{array}{c} \mathbf{V}_1(\mathbf{k}_s, \mathbf{k}_n) \\ \mathbf{V}_2(\mathbf{k}_s, \mathbf{k}_n) \end{array} \right] = \left[ \begin{array}{c} \mathbf{E}_s(\mathbf{k}_s, \mathbf{k}_n) \\ \mathbf{E}_{\text{refl}}(\mathbf{k}_s, \mathbf{k}_n) \end{array} \right] \left[ \begin{array}{cc} \mathbf{T}_E(\mathbf{k}_s, \mathbf{k}_n) & \mathbf{T}_H(\mathbf{k}_s, \mathbf{k}_n) \\ \mathbf{T}_E(\mathbf{k}_s, \mathbf{k}_n) & \mathbf{T}_H(\mathbf{k}_s, \mathbf{k}_n) \end{array} \right] \\
\] (B25)

and driving functions \( V_{E,H}(\mathbf{k}_s, \mathbf{k}_n) \) are defined as

Recall that under the small-slope constraint, \( \mathbf{V}_{\text{refl}}(\mathbf{x}, \mathbf{y}) \ll 1 \), \( \mathbf{v}_0 \rightarrow 1 \); and as a result, (B26) and (B27) reduce to (A7) and (A8) (in Appendix A), respectively. In examining (B22) and (B23), one should be reminded that there is no constraint on the scale of \( k_0 \mathbf{r}_0(\mathbf{x}, \mathbf{y}) \), and thus, the continuity of the tangential electromagnetic field components hold at \( z = H - \mathbf{r}_0(\mathbf{x}, \mathbf{y}) \) as long as the Rayleigh Hypothesis is valid. Another consideration is that \( \mathbf{r}_0(\mathbf{x}, \mathbf{y}) \) is completely independent of \( H \), and thus the scattered field lacks any phase continuity related to the difference between \( \mathbf{r}_0(\mathbf{x}, \mathbf{y}) \) and \( H \). Therefore, any level shift perturbation of \( \mathbf{r}_0(\mathbf{x}, \mathbf{y}) \) (say by some constant \( \pm h_0 \)) would be completely absorbed into \( H \), and the formulation given in Appendix A, and herein would still apply.
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